Wildfire susceptibility mapping: Deterministic vs. stochastic approaches
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Abstract

Wildfire susceptibility is a measure of land propensity for the occurrence of wildfires based on terrain’s intrinsic characteristics. In the present study, two stochastic approaches (i.e., extreme learning machine and random forest) for wildfire susceptibility mapping are compared versus a well established deterministic method. The same predisposing variables were combined and used as predictors in all models. The Portuguese region of Dão-Lafões was selected as a pilot site since it presents national average values of fire incidence and a high heterogeneity in land cover and slope. Maps representing the susceptibility of the study area to wildfires were finally elaborated. Two measures were used to compare the different methods, namely the location of the pixels with similar standardized susceptibility and total validation burnt area. Results obtained with the stochastic methods are very alike with the deterministic ones, with the advantage of not depending on a priori knowledge of the phenomenon.
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1. Introduction

Wildfires are defined as unwanted fires occurring in countryside or rural area and burning forest and wild lands, included abandoned agricultural lands and rural vegetated areas. Wildfires, as undesirable as often uncontrolled events, represent a hazardous and harmful phenomena to people and environment. Natural fires, caused by lightning, appeared on the Earth surface in concomitance with the first plant communities, well before the appearance of humans, and played a key role in plant adaptation and the ecosystems equilibrium (Pausas and Keeley, 2009). Nowadays, the primary cause of wildfires in populated areas is related to the human activities that voluntary (arsonism) or involuntary (accidental or negligent causes) can initiate fire. A recent analysis of fire data from the European Forest Fire Information System shows that over 95% of wildfires are human induced (San-Miguel-Ayanz et al., 2012) and this percentage is even higher in the Mediterranean regions.

Estimating the probability of wildfire occurrence in a certain area under particular environmental and anthropogenic conditions is a modern tool to support forest protection plans and to reduce fires’ consequences, which can also affect the neighbouring or intermingled urban areas. In this context, the implementation of wildfire susceptibility maps and the investigation of the main driving factors inducing wildfires is fundamental. A good review of these factors can be found in (Ganteaume et al., 2013); they included human factors and related variables (such as distance to road or to urban area) as well as environmental factors. More or less sophisticated models have been applied to combine the predisposing variables into a geographic information systems (GIS) (Chuvieco et al., 2010; Chuvieco and Salas, 1996; Bonazountas et al., 2003; Jaiswal et al., 2002). The most reliable analyses applied statistical models to assess the importance of different variables influencing fire occurrences and the obtained results are used to produce the risk maps (Beverly et al., 2009; Soto et al., 2013; Pourtaghi et al., 2015). Recent analyses compared different statistical models for variable selection (Pourghasemi, 2016; Pourghasemi et al., 2016; Pourtaghi et al., 2016; Rodrigues et al., 2014; Eugenio et al., 2016) but most of the studies relied on expert knowledge to pre-select most important drivers or on the results of linear (deterministic) statistical models.
Portugal is unequivocally the European country most affected by wildfires, due to its favorable climatic conditions, topography and vegetation (Amraoui et al., 2015; Pereira et al., 2013). Investigations of driven factors and the elaborations of wildfires density and risk maps were latterly performed for this highly affected country. Tonini et al. (2017) analysed the spatio-temporal density distribution of these hazardous events in the last decades and produced a 3D graphical output of the results, which highlights areas and frame-periods more affected by wildfires. Nunes et al. (2016) used geographically weighted regression to identify relevant municipal drivers of fires. It results that topography and population density were significant factors in municipal ignitions, while topography and uncultivated land were significant factors in municipal burnt area (BA). Verde and Zézere (2010) assessed forest fire susceptibility, testing and using variables of strong spatial correlation (i.e. elevation, slope, land cover, rainfall and temperature) and, more recently, Parente and Pereira (2016) adopted this method, updating the selected variables, to map the structural fire risk in the vegetated area of Portugal.

In the present study, the authors refer to the wildfire susceptibility mapping as an estimation of the probability that fire occurs in a specific area without considering a temporal scale, assessed on the basis of predisposing factors related to terrain’s intrinsic characteristics. The revised literature misses the use of stochastic models to elaborate accurate susceptibility maps of wildfires, which can be compared with the results obtained by applying deterministic approaches. These latter methods usually assume a priori knowledge of predisposing factors, or they are evaluated by applying linear methods, which implies that every set of variable states is uniquely determined by the parameters used in the model and by the sets of previous states. Therefore, a deterministic model always performs the same way for a given set of initial conditions. Contrary to the deterministic approach, the stochastic methods assume that results obtained by the combination of independent factors (i.e. variables), affecting the investigated phenomenon, can be slightly different due to the randomness of the process. This aspect is particularly useful to model environmental and anthropogenic hazard, which naturally present a complex behaviours and patterns.

Therefore, the objective of the present study is to compare stochastic approaches vs a well established deterministic method for wildfire susceptibility mapping. A first assessment of the susceptibility and hazard wildfire performed for Portugal (Verde and Zézere, 2010; Parente and Pereira, 2016) is used as benchmarking while extreme learning machine (ELM) and random forest (RF) are the two applied stochastic methods. We restricted our investigation to a pilot area, namely the region of Dão-Lafões, characterized by a high variability and heterogeneity of environmental features and fire incidence similar to the national average, which makes it a good representative of the general characteristics of Continental Portugal.

2. Material: study area and datasets

2.1. Study area

Portugal is the European country more to the southwest, with a Mediterranean type of climate, but suffering of the influence of the Atlantic Ocean that bathes its western and southern coasts (Parente et al., 2016). Mainland Portugal has a total land area of about 90 000 km², which, according to the Corine Land Cover (CLC) 2006 inventory, is predominantly used for agriculture (47%), followed by forests coverings (23%), scrub and/or herbaceous vegetation associations (23%) and open spaces with little or no vegetation (2%) (Pereira et al., 2014).

According to the Planos Regionais de Ordenamento Florestal (PROF), Continental Portugal is divided into 21 PROF regions (Fig. 1). The PROF establish specific rules for the use and exploitation of its forest spaces, in order to ensure sustainable production of all goods and services associated with them (ICNF, 2016).

In the present study, Dão-Lafões region was selected as the case study area for the following reasons: (i) it is located in the Northern half of Portugal, which presents, by far, the highest wildfire incidence (Parente and Pereira, 2016); (ii) this region presents an annual average number of fires and BA very similar to the national average and; (iii) its area is very heterogeneous in terms of topography, land use and vegetation cover (Fig. 2).

2.2. The datasets

Raw data used in this study include: (i) Digital Elevation Model (DEM) derived from the Shuttle Radar Topographic Mission with a resolution of 1 arc-second (DEM-SRTM ~ 25 m), used to compute elevation and slope (Gonçalves and Morgado, 2008); (ii) CLC 2006 inventory, produced by the European Environment Agency, which provides the land use and land cover maps; and, (iii) the National Mapping Burnt Areas (NMBA) implemented by the Institute for the Conservation of Nature and Forests (ICNF, 2016), which provides a detailed description of the shape and the size of the area burnt by fires in each year of occurrence. The data pre- and post-processing, as well as the mapping elaboration, were performed by Quantum GIS free software (QGIS Development Team, 2016).

2.2.1. Topography

Topography, characterized by the altitude, slope and exposure, constitutes one of the most important factors to define the type of the climate of a region such as the average weather conditions and the space-time variability of the climatic elements (e.g., air
temperature, precipitation, solar radiation). These factors control the life cycle of the vegetation cover and land use and have a profound influence on the fire incidence (Chuvieco and Congalton, 1989; Freire et al., 2002; Verde and Zezere, 2010; Parente and Pereira, 2016; Parente et al., 2016). In this study, we considered the slope as the main topographic variable influencing the susceptibility to wildfires in the study area. This value was derived from the DEM and categorized in the same 6 classes used by Verde and Zezere (2010), namely: 0–2%, 2–5%, 5–10%, 10–15%, 15–20% and > 20%.

2.2.2. Land use and vegetation cover
The CLC consists of an inventory of land cover in 44 classes with a minimum map unit of 25 ha for areal phenomena. The main classes are: artificial surfaces, agricultural, forest and semi-natural areas, wetlands and water bodies (Büttnner, 2014; Caetano et al., 2009). The 2006 version of CLC was used in the present study (Fig. 2), since this date is in the middle of the investigated period (2000–2013). In investigated region (Dão-Lafões), the different classes of land cover and land use are quite homogeneously distributed within the area. However, it is possible to identify some patterns: higher concentration of forest cover may be found in the southwest and middle-class slopes; agricultural areas are mostly located in the southeast, away from the highest slopes, while scrubs are predominant in the southeast and northwest borders as well as in high slopes.

2.2.3. The fire dataset
The NMBA is an official Portuguese fire dataset based on satellite imagery, acquired once per year at the end of the fire season, and delivered in vector format, as polygons of the BA allowing a detailed description of the location, size and shape of the fire scars, which is fundamental for the present study. This dataset was recently reviewed to correct a minor number of missing values and data inconsistencies. It contains 17903 fire events between 2000 and 2013, where 1114 of which occurred on Dão-Lafões (Parente et al., 2016). In this region, most of the fire incidences are located far in the north and in the southeast (Fig. 2), affecting mostly agricultural areas (10%), scrublands (62%) and open spaces (13%) as well as areas with slopes ranging from 5 to 10° (32%) and 10 to 15° (23%). The location and size of the BA for the investigated period (2000–2013) is represented in Fig. 3 in the form of fire frequency (ff), which is the number of times each pixel burnt over the fourteen years. The year with the highest fire incidence was 2005 (with 11% of the total number of fires and 29% of the total BA in the study period), followed by 2012 (11% of the total number of fires) and 2013 (8% of the total number of fires and 20% of the total BA). Only 18% of total number of pixels burnt at least once and the fire frequency is mostly low or very low (Figs. 2 and 3), with 97% of the total number of burnt pixels (TNBP) with $ff < 3/14$, with 72% of TNBP with $ff = 1/14$, 20% of TNBP with $ff = 2/14$ and 5% of TNBP with $ff = 3/14$.

3. Methodology
Both deterministic and stochastic models for wildfire susceptibility mapping were applied in the present study. The deterministic model, used as benchmark, was developed by Verde and Zezere (2010) and further adopted and updated by Parente and Pereira (2016). The model includes the computation of fire occurrence probability and favorability scores for each predisposing variable (land cover and slope). Two stochastic methods from the machine learning field were then applied: RF and ELM. Generally speaking, stochastic models account for the uncertainty in modelling processes that have some kind of randomness and, therefore, are useful to represent phenomena with random variability. In the case of machine learning algorithms, the models produce susceptibility maps based on input data (variables) without the need of a priori
knowledge of the investigated phenomena, but simply learning from experience. Once the model is fitted according to the training data, it allows to generate predictions over the entire study area. In the present study, data were split into training (2000–2009) and validation periods (2010–2013): the first was used to fit and calibrate the three models and the second to assess and compare susceptibility maps.

The susceptibility maps were elaborated by means of GIS procedures and organized into 5 classes, in agreement with the Portuguese law (DL, 2006). The classes were defined as in the reference works (Verde and Zêzere, 2010; Parente and Pereira, 2016) using the quintiles of the susceptibility, computed as explained below. The applied methods were assessed by computing the matching, pixel by pixel, between the standardized susceptibility maps obtained for the training period (2000–2009) and the effective BA over the validation period (2010–2013). These values were finally evaluated as a percentage for each susceptibility class.

The next two subsections are devoted to the brief description of the deterministic and stochastic applied models.

3.1. Deterministic method

In Portugal, national authorities, such as Forest Service (ICNF) and the Meteorological Office (Instituto Português do Mar e da Atmosfera, IPMA) adopted the wildfire susceptibility map proposed by Verde and Zêzere (2010) which was developed using a deterministic approach and based on just three factors. The susceptible values for each regular unit-area (i.e., pixel) is computed by integrating the favorability scores (\(F_{av}\)) of the two variables (slope and vegetation cover) and the fire probability (\(fp\)) as:

\[
SP = fp \cdot F_{av_{slope}} \cdot F_{av_{vegetation}}.
\]

The favorability scores for each class \(x\) (\(F_{av}(x)\)) of slope and vegetation cover are computed by:

\[
F_{av}(x) = \frac{NBP(x)}{TNP(x)} \times 100,
\]

where \(NBP(x)\) is the number of burnt pixels in class \(x\) and \(TNP(x)\) is the total number of pixels in the class \(x\). The fire probability of each pixel is estimated using the fire database and the classic definition of probability according to:

\[
fp = \frac{\text{(the number of times the pixel burned in the study period, in years)}}{\text{(duration of the study, in years)}} \times 100.
\]

It is important to note that, due to the yearly temporal acquisition of the fire database (NMBA), each pixel can only burn once in each year. In addition, due to the multiplicative nature of susceptibility equation, all the null favorability scores were reclassified to one, thus becoming neutral values in the equation. Therefore, the obtained value in each pixel is a consequence of all the possible combinations of the variables found in that pixel.

3.2. Machine learning algorithms

At present, machine learning algorithms are important tools for the analysis, modeling and visualization of environmental data (Kanevski et al., 2009). They have good generalization abilities when modelling high dimensional and complex nonlinear phenomena, are universal modeling methods and many of them have solid roots in statistical learning theory (Hastie et al., 2009). In predictive learning, they focus on modelling the hidden relationship between a set of input and output variables by trying to minimize both the errors and the complexity of the model. After a training procedure, to calibrate the model’s parameters, prediction maps of the susceptibility can be computed and displayed with the corresponding uncertainty quantification. In this study, two machine learning algorithms, based on two different concepts, are used for comparison purposes: RF, which is based on decision trees, and ELM, which is based on traditional artificial neural networks. Detailed application of the RF and ELM for environmental data modelling along with the description of consistent methodology are presented in literature (Micheletti et al., 2014; Leuenberger and Kanevski, 2015). Analysis were performed using R free software (R Core Team, 2016). The packages randomForest and elmNN were employed for RF and ELM respectively.

3.2.1. Random forest

Developed by Breiman (2001), RF is an ensemble machine learning algorithm based on decision trees. It contains two hyper-parameters: the number of decision trees generated (\(n\text{btree}\)), and the number of selected variables for each split node (\(n\text{bvar}\)).

The random forest algorithm first generates \(n\text{btree}\) subsets of the training dataset by bootstrapping (i.e., random sampling with replacement). Then, for each subset, it will grow a decision tree by iterating the following rules up to the maximum level (when each final node contains less than 5 data points):

\[
fp = \frac{\text{(the number of times the pixel burned in the study period, in years)}}{\text{(duration of the study, in years)}} \times 100.
\]
1 for each split, the algorithm selects randomly \( nbvar \) variables. 2 according to these \( nbvar \) variables and the output variable, it computes the Gini index (Hastie et al., 2009) and selects the best variable with the best threshold in order to minimize the error of the prediction.

Once the \( nbtree \) decision trees have been grown, prediction of new data points is performed by taking the average value of all decision trees (Fig. 4):

\[
y_{\text{pred}} = \frac{1}{nbtree} \sum_{i=1}^{nbtree} y_i.
\]  

(4)

This procedure leads to a robust mean value of prediction as well as a measure of uncertainty by considering the standard deviation among all trees.

3.2.2. Extreme learning machine

ELM is based on artificial neural network concept. Following the structure of a single-hidden layer feedforward neural network (SLFN), it connects all input variables to the hidden layer, computes the neurone value and averages all neurons, with optimal weights, to the output layer (Huang et al., 2006; Leuenberger and Kanevski, 2015). More formally, composed of \( nbnode \) neurons (\( \sim N \)) and by using an activation function \( g: \mathbb{R} \rightarrow \mathbb{R} \), the ELM network, connecting the inputs (\( x_i \)) to the output (\( y_i \)) value, can be written in the following form:

\[
\sum_{j=1}^{N} \beta_j g(x_i \cdot w_j + b_j) = y_i,
\]

(5)

where \( x_i \cdot w_j \) is an inner product between the input (\( x_i \)) and the weight vector (\( w_j \)) which connects the input layer to the \( j \)th neuron, \( b_j \) is the bias of the \( j \)th neuron, and \( \beta \) is a weight vector connecting the hidden layer to the output layer. In a more compact way, ELM can be written as:

\[
H\beta = y.
\]

(6)

where \( H_{ij} = (x_i, w_j) \) is the output matrix of the hidden layer (Fig. 5).

According to this notation, ELM algorithm applies the following steps:

1. Randomly generates the input weight \( w_j \) and the bias \( b_j \);
2. Computes the matrix \( H \);
3. Computes the output weight \( \beta = H^\dagger y \), where \( H^\dagger \) is the Moore–Penrose generalized inverse of matrix \( H \).

3.2.3. Parameter optimization

In order to optimize the learning process of RF and ELM, different pre-processing steps must be considered. First of all, the CLC classes were converted into 27 dummy variables (one for each class of the CLC variable within the study area). Then, the complete dataset, which is composed of 28 input variables (slope + CLC variables) and 1 output variable (Presence or absence of forest fire), was normalized into the \( [0, 1] \) interval. This transformation was performed in order to fit the functional range where ELM works in an optimal way (Huang et al., 2006). After that, from the 5’581’522 raster cells covering the study area, 100’000 points (approximately 1.8% of the total area) were randomly selected using a stratified sampling for the construction of the testing subset (Table 1). Namely, 6 strata were used by considering the number of time each pixel burnt (between 0 and 5 times, in this case). This process was reiterated 20 times in order to generate 20 training subsets, but without considering already selected testing points.

The optimization of the \( nbtree \) and \( nbvar \) hyper-parameters of RF was performed by using a trial and error process. The choice of this method is justified by the fact that both types of RF hyper-parameters are not highly sensitive to changes and optimized values are close to the default ones. In this study, hyper-parameters of RF were set to 1000 and 9 for \( nbtree \) and \( nbvar \), respectively. For
ELM, the \( nbnode \) hyper-parameter, which is the number of nodes in the hidden layer, a 5-fold cross-validation approach was performed. Minimum mean squared error (MSE) values obtained for the validation sets were retained, which lead to an optimal number of 40 nodes for this dataset.

Once each machine learning algorithm was fitted, 20 models were built using the 20 training subsets. Finally, susceptibility maps were generated by averaging the prediction values of the 20 models for the whole study area. In addition to the mean prediction values, standard deviation maps could be extracted from this process and analysed in order to eventually detect areas with high variability in fire susceptibility. A useful by-product of RF algorithm is the variable importance ranking (Breiman, 2001). From an internal evaluation of each variable (based on random shuffling), it computes the percentage of mean square error increase (\%IncMSE) by comparing the difference of RF performance when considering both the raw variables and the shuffled variables (Breiman, 2001).

As a result, each variable can be ranked according to their \%IncMSE score with the following meaning: high \%IncMSE score indicates an important contribution in the relationship between input and output variables, while low \%IncMSE score (close to 0) indicate that the variable is not a valuable contributor to the model.

### 4. Results and discussion

The following section 4.1 discusses the selection of CLC and slope variables as the only parameters influencing the wildfire susceptibility in our study area. Then, results and comparisons on the susceptibility maps generated by the three proposed methods are presented in section 4.2. Finally, section 4.3 assesses the different methods by using data from a testing period. Moreover, it presents the variable importance measurement for both the deterministic and the random forest approaches and discusses on the relevance of the obtained results according to the literature in this field.

#### 4.1. Major variables affecting wildfires occurrence in Portugal

The deterministic model was first proposed by Verde and Zêzere (2010), further discussed in Verde (2015), and then updated and used by Parente and Pereira (2016) to map the structural fire risk. This model is based on the combination of geographic variables that do not change much in the short period. This is in line with the wildfire susceptibility, being a measure of the terrain/land propensity for the occurrence of wildfires based on the terrain's intrinsic characteristics (Parente and Pereira, 2016).

Although it is a quite simple model, parsimoniously based on just two variables, it is very robust. Its robustness was recently assessed (Verde, 2015) in respect to the use of single or multiple CLC inventories as well as to rely the calibration and validation on different CLC inventories. The obtained results point to a relative independence of the model performance in relation to how many or which CLC inventories are used to access the favourability scores. Parente and Pereira (2016) test the impacts of using a high-resolution DEM and, besides mapping the susceptibility with higher spatial accuracy, the obtained patterns were very similar. Obviously, changes in vegetation cover and different fire history can induce different susceptibility patterns due to changes fire probability and vegetation dynamics.

Many researchers have studied the fire processes/mechanisms and tried to identify the underlying factors in Portugal including topography, land use land cover, climate, man-made features, demographic and socio-economic information. For example, Nunes et al. (2016) found that topography, land cover, population density and livestock are significant in both ignition density and BA. Variables such as altitude, slope and land cover help to explain the existence of space-time clusters of fires in Portugal (Parente and Pereira, 2016; Parente et al., 2016; Tonini et al., 2017).

Verde and Zêzere (2010) tested the usefulness of other variables such as altitude, temperature and precipitation in the deterministic model, but they did not find any significant increase in the prediction rates. This may be due to several reasons. First, some of these variables can be proxies of each other. Slope is a measure of the altitude change (Chang and Tsai, 1991; Parente and Pereira, 2016) while altitude regulates the rainfall and temperature (Li et al., 2010; Neteler et al., 2011; Parente and Pereira, 2016). Climate/weather conditions determines the existence, type and state of the vegetation at each location, which means that the information about vegetation cover implicitly considers climate information (Parente and Pereira, 2016). Second, all fires tend to occur associated to high air temperature, low humidity and relatively long periods of drought (Amraoui et al., 2015; Parente and Pereira, 2016; Trigo et al., 2006). Third, vegetation cover can be viewed as a set of different variables instead of just one. For example, to model fire ignition probabilities, Vasconcelos et al. (2001) test the usefulness of CLC related variables such as distance to urban areas, distance to agricultural areas, distance to forests, distance to scrublands, etc., which can be viewed as a different use of vegetation cover. Oliveira et al. (2012) adopted a similar procedure to study the spatial distribution of large fires, considering the proportion of forest area, of scrub, of agricultural areas, etc. Finally, in a very recent study, Fernandes et al. (2016) identifies fuels and topography as the major determinants of large-size BA in Portugal and in the Western Mediterranean Basin, which is consistent with previous findings on the characterization of wildfires in Portugal (Marques et al., 2011).

Another aspect that must be pointed out in deterministic model is the double use of the BA/fire probability, namely: (i) to compute the favourability scores to rank CLC and slope classes in terms of fire proneness; and, (ii) in the expression of susceptibility, in the form of fire probability in each pixel, i.e., to discriminate where, within the country, each class is more or less affected. In addition, fire probability is also a proxy for the human behaviour since the large majority of the fires are caused by humans (Parente and Pereira, 2016; Verde and Zêzere, 2010).

#### 4.2. Susceptibility maps

Fig. 6 shows the susceptibility maps obtained by applying the three models. In a broad sense, the three models lead to relatively similar maps. The main areas with high/very high and low/very low susceptibility classes are detected and highlighted on similar locations. The very high susceptibility class shows a common pattern for the three models and is mainly located on the North of the region and on the South border.

In order to evaluate the two stochastic models, assuming the existence of space-time clusters of fires in Portugal (Parente and Pereira, 2016; Parente et al., 2016; Tonini et al., 2017).
deterministic one as reference, maps of the differences of susceptibility were generated (Fig. 7). These maps were produced by assigning each class of susceptibility to a unique value (very low = 0, low = 1, medium = 2, high = 3 and very high = 4), and by computing the differences pixel by pixel. These maps are predominantly characterized by light colours (Fig. 7), which means that differences, when they exist, occur between successive classes (\(-1 \leq \text{diff} \leq 1\)). The southwest part of the study area shows an apparent and systematic underestimation of the susceptibility classes for RF and ELM models compared with the deterministic model (Fig. 7a and b). Nevertheless, this difference is not problematic since it concerns essentially of classifying a pixel in the very low class instead of low or medium classes. For the rest of the region, differences between the stochastic and deterministic models are insignificant. Differences between the two machine learning algorithms (RF and ELM) are shown on Fig. 7c: these differences are only slightly present but without significant spatial variations. This result is mainly due to the same pre-processing and similar methodological procedure featuring the two stochastic methods. Moreover, from the machine learning point of view, the use of 100'000 training points contributes to the general stability of both RF and ELM models.

Finally, it is important to note that standard deviation maps (not shown) computed from the 20 RF and ELM models built by using the 20 training subsets to eventually detect areas with high variability in fire susceptibility, reveal, on the contrary, very low variability of both models. In addition to this, a general evaluation of both methods was performed by computing the mean squared error (MSE) on the testing set (which has never been used during the learning process). Unsurprisingly, ELM and RF algorithms show highly similar results with a MSE of 0.1115 for ELM and 0.1117 for RF.

4.3. Methods’ assessment

Fig. 8, Table 2 and Table 3 show the proportion of BA within each susceptibility class.
susceptibility class obtained for each method and assessed for the testing period (2010–2013). Moreover, the ratio between the size of each class and the proportion of BA were also computed. By considering the deterministic model as the reference, the ELM and stochastic models perform in an equal manner in terms of fire proneness performed for the deterministic method, here considered as a benchmark. The study was independently determine the terrain/land propensity for the occurrence or spread of a wildfire. For example, terrain parcel with high slope can be free from vegetation. Therefore, it is not surprising that the ranking of the most important variables is dominated by the land cover variables with 9 classes in the top 10 variables.

As it was already mentioned in section 4.1, the susceptibility maps generated by ELM and RF are very similar. As shown in Fig. 8, Tables 2 and 3, the maximum difference between the percentage of total BA in each susceptibility class for both methods is 0.5% in low and medium classes, and almost zero in the others classes. Generally, and by considering the three approaches, the obtained results are promising in the sense that less than 20% of the total BA of the testing period was classified as very low or low susceptibility (by summing the very low and low scores). This evaluation over the testing period allows to validate the proposed new approach in this field through machine learning algorithms, and to compare the stochastic and deterministic approaches on non-used dataset.

The RF algorithm allows an internal evaluation of each input variable, which leads to a variable importance ranking (Breiman, 2001). This last result constitutes a significant added value to the understanding of the phenomenon. In Fig. 9, the top 9 variables for RF are listed by decreasing order of their respective %IncMSE score.

The first six land cover variables (CLC324, CLC322, CLC334, CLC333, CLC312 and CLC321) represent the variables that most contribute to model and explain the observed variance (higher %IncMSE score). These correspond to: transitional woodland-shrub, moors and heathland, burnt areas, sparsely vegetated areas, coniferous forest and natural grasslands. This short list is dominated by scrub and/or herbaceous vegetation associations (level 32 of CLC classes) followed by open spaces with little or no vegetation (level 33) and forests (level 31). These results are in accordance with fire selectivity studies performed for Portugal where fire selectivity is generally higher for scrublands, pine stands and eucalyptus plantations than for evergreen oak woodlands, annual and rainfed crops and agroforestry lands (Barros and Pereira, 2014). Similar findings were recently obtained for fire proneness studies, also performed for Portugal (Moreira et al., 2009; Silva et al., 2009). In general, agricultural areas are excluded from this list because it includes well managed arable lands (both irrigated and non-irrigated), permanent crops (vineyards, olive groves, fruit trees and berry plantations and even pastures). However, heterogeneous agricultural areas (CLC level 24), especially those corresponding to complex cultivation patterns with significant areas of natural vegetation, present higher relative importance in RF stochastic models. The slope is one of the most important factors of fire spread, acting on different aspects of the fuel combustion (Rothermel, 1972). However, per se, i.e. without the other aspects of the fire environment/controls usually conceptualized in fire triangles (e.g. Whitlock et al., 2010), the slope is not able to independently determine the terrain/land propensity for the occurrence or spread of a wildfire. For example, terrain parcel with high slope can be free from vegetation. Therefore, it is not surprising that the ranking of the most important variables is dominated by the land cover variables with 9 classes in the top 10 variables.

On Table 4, the top 6 variables for both random forest and deterministic methods are shown. For comparison purposes the favorability score of the deterministic model (computed based on eq. (2)) are retained. As highlighted, 5 of the 6 top variables selected by random forest are also among the most important variables of the deterministic model even if with a different order. This fact underlines that, in spite of the differences between the methods (random forest being able to detect non-linear relationship), the matching between the most relevant variables is highly satisfactory and validates the use of the new approach based on machine learning algorithm.

The apparent greater importance of conifers (CLC312) in relation to the mixed (CLC313) and broadleaf forest/hardwoods (CLC311) for the RF (Fig. 9) is also worth noting for two reasons: (1) these variables present the same relative importance in both methods; and, (2) it is in good agreement with previous studies for vegetation fire proneness performed for Portugal (Silva and Harrison, 2010; Pereira et al., 2014). In fact, the increase in conifer tree component tends to increase the difficulties to control the fire (Rowe and Scotter, 1973), BA and fire proneness (Moreira et al., 2009; Silva et al., 2009; Silva and Harrison, 2010) and fire risk in WUIs (Lampin-Maillet et al., 2010).

5. Conclusion

In the present paper, susceptibility maps of wildfires obtained by applying stochastic methods, namely Random Forest and Extreme Learning Machine, were compared with the correspondent map elaborated by applying a validated standard deterministic method, here considered as a benchmark. The study was performed for the Dão-Lafões region of Portugal, which is a representative region of a country highly prone to wildfires. The variables, implemented into the model, considered as favorable factors for wildfires, are the slope, the land use and vegetation covers, provided by the Corine Land Cover 2006 inventory. The official dataset of the national mapping BA was considered to train (2000–2009 period) and test (2010–2013 period) the models. Comparison of the obtained results clearly suggests that the two stochastic models perform in an equal manner in terms of

<table>
<thead>
<tr>
<th>Susceptibility classes</th>
<th>ELM</th>
<th>RF</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ratio</td>
<td>Nb Pixels</td>
<td>%</td>
</tr>
<tr>
<td>Very high</td>
<td>34.5</td>
<td>385’519</td>
</tr>
<tr>
<td>High</td>
<td>18.6</td>
<td>207’640</td>
</tr>
<tr>
<td>Medium</td>
<td>9.6</td>
<td>107’178</td>
</tr>
<tr>
<td>Low</td>
<td>7.7</td>
<td>85’877</td>
</tr>
<tr>
<td>Very low</td>
<td>4.9</td>
<td>54’980</td>
</tr>
<tr>
<td>Total</td>
<td>15.1</td>
<td>841’194</td>
</tr>
</tbody>
</table>

Fig. 9. Variable importance computed with random forest algorithm over 20 runs. The 9 top variables are displayed with the corresponding % increase of mean square error.
susceptibility areas and classes as well as that these results are broadly consistent with susceptibility maps obtained with the benchmarking model. The main benefit of using stochastic models is that these approaches are data driven, meaning that they do not need a priori knowledge of the process. Moreover, random forest directly provides the measurement of the importance of each variable. On this respect, the RF and the deterministic models present similar top variable importance ranking. Results of the present analysis are encouraging for further applications of stochastic models to elaborate susceptibility maps considering more variables and larger areas.

6. Software and data availability

The following software and data were used to perform the analysis presented in this paper:

- **QGIS** (QGIS Development Team, 2016), an open source geo-spatial software, was mainly used for the pre- and post-processing and the elaboration of maps.
- **R** language (R Core Team, 2016) is an open source statistical software. It was used with the packages randomForest and elmNN for computing the random forest and the extreme learning machine algorithms.
- **Digital Elevation Model** (DEM) derived from the Shuttle Radar Topographic Mission (STRM - NASA) was used to compute the slope.
- **Corine Land Cover** (CLC 2006) is an inventory provided by the European Environment Agency. It was used in order to extract the land use and land cover map.
- **National Mapping Burnt Areas** (NMBA) is an official Portuguese fire dataset and provides a detailed description of the shape and the size of BA. It was provided by the Institute for the Conservation of Nature and Forests (ICNF, 2016).
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### Table 4

<table>
<thead>
<tr>
<th>Variables description</th>
<th>Random Forest</th>
<th>Deterministic approach</th>
</tr>
</thead>
<tbody>
<tr>
<td>CLC classes</td>
<td>0.03906</td>
<td>0.02036</td>
</tr>
<tr>
<td>Traditional woodland-shrub</td>
<td>324</td>
<td>6</td>
</tr>
<tr>
<td>Moors and heathland</td>
<td>322</td>
<td>3</td>
</tr>
<tr>
<td>Burnt areas</td>
<td>334</td>
<td>1</td>
</tr>
<tr>
<td>Sparsely vegetated areas</td>
<td>333</td>
<td>2</td>
</tr>
<tr>
<td>Coniferous forest</td>
<td>312</td>
<td>15</td>
</tr>
<tr>
<td>Natural grasslands</td>
<td>321</td>
<td></td>
</tr>
</tbody>
</table>
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